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Abstract

A design methodology based on the adjoint approach for flow problems governed by the incompressible Euler equations is presented. The main feature of the algorithm is that it avoids solving the adjoint equations, which saves an important amount of CPU time. Furthermore, the methodology is general in the sense it does not depend on the geometry representation. All the grid points on the surface to be optimized can be chosen as design parameters. In addition, the methodology can be applied to any type of mesh, structured or not. The partial derivatives of the flow equations with respect to the design parameters are computed by finite differences. In this way, this computation is independent of the numerical scheme employed to obtain the flow solution. Once the design parameters have been updated, the new solid surface is obtained in such a way that local singularities, which can degrade, or inhibit, the convergence to the optimal solution are avoided. Some 2D and 3D numerical examples are presented to demonstrate the proposed methodology.

1 Introduction

Genetic algorithms, approximate objective function surface schemes and gradient based methods, are usual methodologies found in the literature to solve optimization problems. The computational cost of each scheme is very different. In general, if the problem contains \( n \) design variables, a genetic algorithm must perform \( n^2 \) objective function evaluations to improve the original design. Schemes based on approximate surfaces, as well as gradient based methods require \( O(n) \) objective function evaluations per design cycle. Given that each objective function evaluation is equivalent with a CFD solution of the problem, these methods are only attractive for problems where objective functions can be easily evaluated. In general, a detailed flow solution is relatively expensive for problems governed by the Euler and RANS equations. The situation is not much better for so-called direct methods [3, 5, 6, 13, 25, 35, 38, 24, 34]. They require the solution of a large linear system of equations to compute the flow variable gradient with respect to each design parameter. Thus, for \( n \) design parameters, \( n \) large linear systems have to be solved. This makes the method of order \( O(n + 1) \) (\( n + 1 \) large linear system of equations have to be solved, one to evaluate the cost function and \( n \) to obtain its gradient). This cost can be reduced significantly if the LU decomposition of the matrix can be stored. However, this alternative is presently only possible for 2-D problems.

For problems involving many design parameters and few cost functions, a better alternative is to employ an adjoint formulation [28, 29, 12, 33, 18, 32, 27, 2, 8, 22, 1, 31, 34, 17, 24, 26]. In this approach, the effort to compute each cost function gradient requires one CFD solution for the usual variables and one for the adjoint variables, i.e. the cost is now only \( O(2) \) CFD solutions per design cycle. The present article describes an approximate adjoint formulation for the incompressible Euler equations, and a methodology to employ such an approach in engineering design problems. The cost of this methodology is \( O(1) \) CFD solutions per design cycle (!).

2 Optimization Problem

The optimization problem considered is minimizing (or maximizing) a cost function \( l_{i_0}(\mathbf{U}, \beta) \) that depends on the flow variables \( \mathbf{U} = (\mathbf{u}, p) \), where \( \mathbf{u} \) and \( p \) denote the velocity and pressure field respectively, and on the physical location of the boundary, which is described by a set of design parameters \( \beta = (\beta_1, ..., \beta_m) \).
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The governing flow equations may be written as: \( \mathbf{R} = (\mathbf{R}_u, \mathbf{R}_p) \), where \( \mathbf{R}_u \) is the momentum equation for two or three-dimensional problems, and \( \mathbf{R}_p \) refers to the conservation of mass. \( \mathbf{R} \) expresses the implicit dependence of \( \mathbf{U} \) and \( \beta \) in the flow domain \( \Omega \). For the present work, it is assumed that the flow is governed by the stationary incompressible Euler equations, which can be written in its conservative form as:

\[
\begin{align*}
\mathbf{R}_u &= \nabla \cdot (\mathbf{u} \otimes \mathbf{u}) + \nabla p = 0, \\
\mathbf{R}_p &= \nabla \cdot \mathbf{u} = 0,
\end{align*}
\]

with appropriate boundary conditions.

The flow equations can be though of as a set of 'restrictions' associated with the optimization problem, which must be fulfilled by the optimal solution. Following this idea, the Euler equations are added to the cost function by introducing a set of Lagrangian multipliers, or co-state variables, \( \psi = (\psi_u, \psi_p) = (\psi_1, \psi_2, \psi_3, \psi_p) \). This set of variables enforces in a weak form the restrictions imposed by the flow equations. The cost function is then given by:

\[
l = l_c + \int_\Omega \Psi \cdot \mathbf{R} \, d\Omega.
\]

The necessary conditions for an optimal point of the minimization (or maximization) problem are:

\[
\begin{align*}
\mathbf{R}(\mathbf{u}, p) &= 0, \\
\frac{\partial l}{\partial \mathbf{U}} &= 0, \\
\frac{\partial l}{\partial \beta} &= 0.
\end{align*}
\]

The optimization process proceeds by solving equations (4) and (5) in a staggered manner, and updating the design parameters until (6) is satisfied. Given a set of initial values for the design parameters, equation (4) is solved to find the respective velocity and pressure fields. Then, with \( \beta \) fixed (which is the same as \( \Omega \) fixed), and with the computed velocity and pressure fields, (5) is solved to obtain the set of Lagrange multipliers \( \Psi \). Finally, the desired gradient is obtained from (6), and the design parameters are updated with some optimization algorithm (steepest descent method, conjugate gradient method, Newton type method, etc.). The cycle is repeated until some convergence criterion for (6) is achieved.

### 3 Flow Solution

The solution of (4) can be performed with several methods (projection, artificial compressibility, GLS, etc.). Two different schemes were employed for the present work.

The first was an implicit standard Galerkin-Least squares (GLS) finite element method, in which the Euler equations are solved until steady state using a backward Euler scheme for the time discretization and a Picard linearization. The non-symmetric and non-definite resulting system of equations is solved using a standard GMRES algorithm [4]. The details of the flow formulation may be found in [15, 14, 16, 10, 11, 9, 7].

The second scheme is an equal-order projection-type finite element scheme [30, 21]. The convective term is integrated explicitly using an edge-based 2nd order upwind scheme with MUSCL limiting [37]. The pressure is integrated implicitly by solving a Poisson equation with 4th order damping for the divergence constraint.

### 4 Adjoint Equation

Equation (5) can be expanded as:

\[
\frac{\partial l_c}{\partial U_k} + \frac{\partial}{\partial U_k} \left( \int_\Omega \psi_i \partial U_i \, d\Omega \right) = 0.
\]

Multiplying the above equation by an arbitrary \( \delta U_k \), taking into account that the domain is fixed (the derivatives are at constant \( \beta \)), and given that \( \mathbf{R}(\mathbf{u}, p) = 0 \), the following equation is obtained:

\[
\frac{\partial l_c}{\partial U_k} \delta U_k + \int_\Omega \psi_i \frac{\partial R_i}{\partial U_k} \delta U_k \, d\Omega = 0.
\]

The term \( (\partial R_i/\partial U_k)\delta U_k \) can be approximated to order \( (\delta U_k)^2 \) as:

\[
\frac{\partial R}{\partial U} \delta U = \left\{ \nabla \cdot (\delta \mathbf{u} \otimes \mathbf{u}) + \nabla \cdot (\mathbf{u} \otimes \delta \mathbf{u}) + \nabla \delta p \right\} \nabla \cdot \delta \mathbf{u},
\]

where \( \delta \mathbf{u} \) and \( \delta p \) are admissible perturbations of the velocity and pressure fields respectively. Introducing (9) in (8), integrating by parts in such a way that the terms containing derivatives of \( \delta \mathbf{u} \) and \( \delta p \) are canceled, and splitting the resulting equation by taking the functional basis \( (\delta \mathbf{u}, 0) \) and \((0, \delta p)\) to approximate \( \delta U \), the following expressions are obtained:

\[
\int_\Omega \delta \mathbf{u} \cdot (\mathbf{u} \otimes \nabla) \psi_u \, d\Omega + \int_\Omega \delta \mathbf{u} \cdot (\nabla \psi_u \cdot \mathbf{u}) \, d\Omega \\
+ \int_\Omega \delta \mathbf{u} \cdot \nabla \psi_p \, d\Omega = \delta \mathbf{u} \cdot \frac{\partial l_c}{\partial \mathbf{u}} \\
+ \int_\Omega \psi_p \delta \mathbf{u} \cdot \mathbf{n} \, d, + \int_\Omega (\psi_p \cdot \delta \mathbf{u})(\mathbf{u} \cdot \mathbf{n}) \, d,
\]
+ \int_\Gamma (\psi_u \cdot \mathbf{u})(\delta \mathbf{u} \cdot \mathbf{n}) \, d\Gamma, \quad \forall \delta \mathbf{u}, \quad (10)

\int_\Omega \delta p \nabla \cdot \psi_u \, d\Omega = \delta p \frac{\partial I_c}{\partial p} \int_\Gamma \delta \mathbf{u} \cdot \mathbf{n} \, d\Gamma, \quad \forall \delta p, \quad (11)

where \Gamma, is the boundary of the domain \Omega and \mathbf{n} its exterior normal.

If the objective function \( I_c \) is only defined on the boundary, and if one takes into account that these equations have to be fulfilled \( \forall \delta \mathbf{u} \) and \( \forall \delta p \), then equations (10) and (11) are the corresponding ‘weak’ or variational form of the PDE problem:

\[(u \cdot \nabla)\psi_u + \nabla \psi_u \cdot \mathbf{u} + \nabla \psi_p = 0, \quad (12)\]
\[\nabla \cdot \psi_u = 0, \quad (13)\]

with boundary conditions defined in such a way that the right-hand side terms in (10) and (11) are canceled. In most of the interesting problems, \( I_c \) does not depend on \( \mathbf{u} \), and the boundary integrals in (10) are equal to zero (in the far field \( \delta \mathbf{u} = 0 \), and on the solid boundaries \( \mathbf{u} \cdot \mathbf{n} = 0 \) and \( \delta \mathbf{u} \cdot \mathbf{n} = 0 \)). Then, the right-hand side of (10) cancels automatically and no boundary conditions are necessary. Therefore, the boundary conditions of problem (12)-(13) are deduced from the right-hand side terms of (11). In general, the cost function \( I_c \) is defined over the solid boundaries and depends on the pressure field and the boundary shape. Hence, (11) can be rewritten as:

\[\int_\Omega \delta p \nabla \cdot \psi_u \, d\Omega = \int_\Gamma \delta p \frac{\partial F(p)}{\partial p} G(\beta) \, d\Gamma,
+ \int_\Gamma \delta \mathbf{u} \cdot \mathbf{n} \, d\Gamma, \quad \forall \delta p, \quad (14)\]

where \( F \) is a function of the pressure \( p \), and \( G \) a function of the boundary shape defined by \( \beta \). Finally, the boundary conditions for (12)-(13) are given by cancelling the two boundary terms of (14). This yields the following boundary condition:

\[\psi_u \cdot \mathbf{n} = -\frac{\partial F(p)}{\partial p} G(\beta) \quad \text{on } \Gamma, \quad (15)\]

where \( \Gamma \), is the part of the solid boundary where the cost function is defined. In the far field the right-hand side of (14) is automatically satisfied, and no boundary conditions have to be imposed.

In summary, the adjoint problem is defined by (12)-(13), with the boundary condition given by (15). At this point it is important to remark that, if the incompressible Euler equations are written in the well-known advective form (this is easily verified by writing (1) and (2) in a Cartesian system):

\[A_k(\mathbf{u}, p) \frac{\partial \mathbf{U}}{\partial x_k}, \quad (16)\]

where \( A_k \) are matrices of \( 4 \times 4 \) in 3D, and the adjoint problem is written in the same manner, one obtains:

\[A^T_k(\mathbf{u}, p) \frac{\partial \mathbf{\Psi}}{\partial x_k}, \quad (17)\]

where \( A^T_k \) is the transpose of \( A_k \). This feature has been used by some authors to choose a stable algorithm for the solution of the adjoint problem, i.e. [2, 8].

The adjoint equations can be discretized using the same schemes employed for the flow solution, or whatever scheme that stabilizes the convective and the incompressible part of the problem (12)-(13) (i.e. GLS, projection schemes, artificial compressibility schemes, etc.).

However, as will be shown below, the adjoint solution can be avoided by using an Incomplete-Gradient approach. In [23], this type of approach, neglecting the contribution of the adjoint variables to the total cost function gradient, has already been employed. The required sensitivity was simply approximated as the gradient of \( I_c \) with respect to \( \beta \) (see (3)). Such a procedure is correct because for most objective functions, at the optimum the adjoint variables have to be zero \( \mathbf{\Psi} = 0 \). A typical example where this is the case is a cost function for a prescribed pressure distribution. Nevertheless, the adjoint contribution to the sensitivity may be important and it can accelerate the convergence of the design problem. For this reason, a part of this contribution may be taken into account with little computational effort, as shown below.

5 Computation of Sensitivities

The cost function gradient with respect to the design variables is computed according to (6), which can be written as:

\[\frac{\partial I}{\partial \beta} = \int_\Omega \frac{\partial F(p)}{\partial p} G(\beta) \, d\Omega \]

The desired optimal solution is obtained when the gradient is equal to zero.

Equation (18) may be evaluated in a variety of ways, e.g. finite differences, automatic differentiation, exact differentiation using flow and/or geometry parametrization, etc. [22, 8, 2, 1, 33, 32, 31, 34, 17, 27, 26]. In the present work, both finite differences and exact differentiation of the numerical flow schemes were studied. The resulting derivatives were practically the same for both
methods. The finite difference approach was chosen to compute all the terms of (18), as it offers the following additional advantages: Simplicity, independence of the problem dimension (2D or 3D), and, independence of the flow solver employed.

To approximate (18) by finite differences, the following steps have to be implemented:

**Algorithm 1:**

1) Obtain $\Psi$ from (12)-(13) with the boundary condition (15).
2) Evaluate $I = I_e + \int_{\Omega} \psi \cdot \mathcal{R} \ d\Omega$.
3) Perturb the coordinates of a design variable $\beta_k$ in the external normal direction by a small $\epsilon$.
4) Move (or smooth) the boundary $\Omega$ according to the design variable perturbation. This is, the coordinates of the grid boundary points on $\Omega$ must depend on the design variable positions by some interpolating curve (i.e., splines, B-splines, etc.) or some smoothing operator. Then, if $\beta_k$ is perturbed, $\Omega$ has to be moved, and a new boundary $\Omega'$ and domain $\Omega'$ are obtained.
5) Move the volume mesh according to the boundary movement. Again, the volume grid points have to be moved using some mesh movement strategy that depends on the boundary movement.
6) Evaluate $I' = I'_{\epsilon} + \int_{\Omega} \psi \cdot \mathcal{R} \ d\Omega$ where $I'_{\epsilon}$ is $I_e$ evaluated on the new boundary $\Omega'$.
7) The desired sensitivity is obtained as:

$$\frac{\partial I}{\partial \beta_k} = \frac{(I' - I)}{\epsilon} .$$

(19)

8) Repeat 2) to 7) for each design point.

It was found that this procedure yields a very good approximation to the true gradient. Numerical experiments have shown that it is practically equal to the gradient obtained by finite differences. However, this procedure is very expensive if the number of design variables is high.

A considerable simplification is obtained by taking into account that the main contribution of the adjoint terms to the gradient are at the boundary $\Omega$. In the interior of the domain, the adjoint variables quickly decrease to zero, and the movement of the grid points due to a boundary movement decreases rapidly with the distance to the boundary.

With these arguments in mind, the sensitivity can be approximated by:

$$\frac{\partial I}{\partial \beta} = \frac{\partial I_e}{\partial \beta} + \frac{\partial}{\partial x_s} \left( \int_{\Omega} \psi \cdot \mathcal{R} \ d\Omega \right) \frac{\partial x_s}{\partial \beta}$$

$$+ \frac{\partial}{\partial x_i} \left( \int_{\Omega} \psi \cdot \mathcal{R} \ d\Omega \right) \frac{\partial x_i}{\partial \beta} ,$$

(20)

where $x_s$ are the positions of the grid points on $\Omega$ and $x_i$ the positions for the rest of the points. Then, the third term of (20) can be neglected by taking the value of $\psi = 0$ at $x_i$ (which is close to the real behaviour of $\Psi$), and by assuming a rapid decreasing in the movement of the interior points $x_i$ due to a boundary movement $\partial x_i / \partial \beta \approx 0$. Then, the adjoint gradient can be approximated only from its contributions near $\Omega$, i.e. for the first row of element contributions, as:

$$\frac{\partial I}{\partial \beta} \approx \frac{\partial}{\partial \beta} \int_{\Omega} \psi_u \cdot \left( (\mathcal{R}_u \cdot \mathbf{n}) \mathbf{n} + (\mathcal{R}_u \cdot \mathbf{t}) \mathbf{t} \right) \ d\Omega ,$$

(21)

where $\mathbf{n}$ is the exterior normal on $\Omega$, $\mathbf{t}$ the tangential direction co-planar with $\mathcal{R}_u$ and $\mathbf{n}$. Taking into account that the boundary perturbation is in the normal direction of $\Omega$, the important change in $\mathcal{R}_u$ should be in that direction, and, therefore the tangential part can be neglected, i.e.

$$\frac{\partial}{\partial \beta} \int_{\Omega} \psi_u \cdot \left( (\mathcal{R}_u \cdot \mathbf{t}) \mathbf{t} \right) \ d\Omega \approx 0$$

(22)

Numerical experience has verified the correctness of the simplifications outlined above.

In summary, an Incomplete Gradient can be obtained from the following algorithm:

**Algorithm 2:**

1) Obtain only $\psi_u = \psi \cdot \mathbf{n}$ on the boundary by using the condition (15).
2) Evaluate $I = I_e + \int_{\Omega} \psi_u \cdot \mathcal{R} \ d\Omega$.
3) Perturb the coordinates of a design variable $\beta_k$ in the external normal direction by a small $\epsilon$.
4) Move (or smooth) the boundary $\Omega$ according to the design variable perturbation (the same as step 4) in Algorithm 1).
5) Evaluate $I' = I'_{\epsilon} + \int_{\Omega} \psi_u \cdot \mathcal{R} \ d\Omega$.
6) Then, the desired sensitivity is obtained from (19).
7) Repeat 2) to 6) for each design point.

The above scheme avoids the necessity of solving the adjoint problem, and of moving the entire volume mesh for each design parameter perturbation. In addition, a very fast algorithm may be implemented to move (or smooth) the boundary due to a design variable perturbation (step 4) above).

As a final remark, the finite differences shown above may be replaced by central differences in a straightforward manner. This has been the scheme adopted in this work.
6 Mesh Movement

Once the sensitivities have been computed, a standard steepest descendent method is used to update the coordinates of each design parameter:

\[ x'_j = x_j - \lambda \frac{\partial I}{\partial \beta_j} \]  

(23)

where \( x'_j \) will be the new coordinate vector of the design parameter \( \beta_j \), \( x_j \) the old one, \( \lambda \) a positive real constant and \( \frac{\partial I}{\partial \beta_j} \) the required sensitivity computed as explained above.

The surface defined by the position \( x_j \) is then improved using some smoothing technique. For the 2D case, the new surface is parameterized using a standard B-Spline curve passing through the new design point locations \( x'_j \). In 3D, the surface defined by new positions \( x'_j \) is obtained by solving the following problem on \( s, z \):

\[ \theta - \nabla w = 0 \]  

(24)

\[ \nabla \cdot \theta - \Delta w = 0 \]  

(25)

where \( w \) is the normal displacement of each point on \( s, z \), and \( \theta \) its rotation vector. The boundary conditions for these equations are given by the new design parameter positions, and by geometric restrictions (i.e. symmetry planes, fixed points, given rotations, etc.). This scheme can be seen as a simplification of a solid shell formulation on \( s, z \), and it has the desired property of producing a continuous normal displacement field and also a continuous rotation field. This last property avoids local singularities on the new surface. Finally, with the normal displacements \( w \) obtained from (24)-(25), the on-plane displacements are smoothed by solving the problem:

\[ \Delta d = 0 \]  

(26)

where \( d \) is the total displacement field on \( s, z \). The boundary condition for this problem are given by the normal displacements \( w \) already obtained, and the geometrical restrictions of the problem. This last step avoids the distortion of the surface mesh over \( s, z \) in the case that large normal displacements appear. The solution of (24)-(25) and (26) are performed by using a direct LU decomposition. The LU matrices are computed and saved only once at the beginning. The computational cost of the shell problem over \( s, z \) is similar to the cost of a 2D problem. The total surface reconstruction due to a normal perturbation on \( s, z \) is obtained by a very fast backward and forward substitutions. Therefore, the CPU time to obtain the gradient (18) by finite differences is very low.

Finally, the surface (or line in 2D) is smoothed following the procedure presented in [36], and all the volume mesh points are updated to fix the new boundary. The technique implemented to do this was taken from [19]. It is based on the solution of a Laplacian of the mesh displacements with variable diffusivity depending on the distance from the moving boundary. This procedure decreases element distortion considerably, reducing the need for local or global remeshing, and in most cases avoiding it altogether.

7 Numerical Examples

7.1 2-D Bump

The first numerical example consist of matching a defined pressure distribution over a two-dimensional bump, which was built using a B-Spline curve. The target pressure was determined by computing the Euler equations around the bump. The boundary conditions were: At inflow \( u = (1, 0) \), at outflow \( p = 0 \) and symmetry conditions along the line \( y = 0 \). In this example, the Incomplete-Gradient procedure was used (i.e. the adjoint equation was not solved, see Algorithm 2). The objective function was defined as:

\[ I_c = \int_{\Gamma_c} (p_d - p)^2 \, d \]  

(27)

where \( p_d \) denotes the target pressure and \( s \) the bump surface. In Figure 1 the geometry, the initial mesh, the final mesh, the target pressure and the final pressure of the optimization process are shown. The results were obtained using one design variable in the middle of the solid surface. The design process was performed three times using a different number of design variables, obtaining similar results for all the cases. The first optimization cycles were done using one design variable in the middle of the solid boundary. The second using three design variables, which were located in an equal-spaced manner along the solid boundary. The last design process was performed using all the nodal points on the solid surface as design variables.

In Figure 2 the evolution of the cost function is presented. It is important to note that the value of \( I_c \) always decreases. However, the convergence to the optimum is faster using a small number of design variables. This behaviour was already noted in [8]. In addition, to perform the optimization process using all the nodal points on \( s \) as design parameters, the solid surface was smoothed after each optimization cycle, following the procedure presented in [36]. This smoothing may deteriorate the con-
7.2 2D Hydrofoil Optimization

The objective of the example is to maximize the minimum pressure over an hydrofoil at a fixed lift. This type of optimization objective is often encountered in hydrodynamics, where cavitation is always a concern. The hydrofoil profile was parameterized using a B-spline curve and 8 equally spaced design points. The design points at the leading and trailing edges remain fixed along the optimization process to avoid rigid body movements of the hydrofoil. The angle of attack of the flow was fixed at a value of five degrees. The initial hydrofoil is a NACA0012 profile. The cost function for this example was defined as follows:

\[
I_c = w_1 \left( \int_{\Gamma_1} p n_y \, d \tau - C_L^* \right) + w_2 \int_{\Gamma_1} \left| \frac{\partial p}{\partial t} \right| \, d \tau, \quad (28)
\]

where \( \Gamma_1 \) is the hydrofoil boundary, \( w_1 \) and \( w_2 \) are the cost function weights \( p \) is the pressure, \( n_y \) the vertical component of the normal vector along the \( \Gamma_1 \), \( C_L^* \) the fixed lift (computed for the initial configuration), and \( t \) the tangential vector along the hydrofoil boundary. The first term of (28) enforces a fixed lift, while the second term assures an optimally smooth pressure gradient along the hydrofoil. Given that the stagnation pressure is fixed by the external flow, this last condition indirectly assures that the minimum pressure on \( \Gamma_1 \) increases as the design
progresses. The weights $w_1, w_2$ were set to unity for the example shown.

The initial minimum pressure coefficient computed along the initial hydrofoil profile was $c_p = -2.3$. At the end of seven design cycles, $c_p$ had increased to $c_p = -1.3$. This represents a 43.5% improvement (see Figure 3). The initial value of the lift $C_L^*$ was $C_L^* = 0.542$, while the lift for the final configuration had a value of $C_L = 0.554$, i.e. the lift variation was only 2.2%. In Figure 3 the evolution of the hydrofoil profiles along the design cycles and the pressure distribution for the optimum can be observed.

### 7.3 2D Forebody Optimization

![Initial profile](image1)

![Final profile](image2)

Figure 4: Top: Evolution of the pressure coefficient on the hull profile along the optimization process. Bottom: Evolution of the hull profiles, and pressure distribution for the optimum hull (contours from -0.15 to 0.5)

The objective of the example is to maximize the minimum pressure over the forward part of a 2D hull, in order to avoid possible cavitation. The forebody length was set to 5.0, and its width to 1.0 (see 4). The shape was parameterized with a B-Spline curve using one design point in the middle section. Vanishing slope condition for the B-spline were enforced at both hull ends. Symmetry conditions on the flow variables were imposed at the line $y = 0$. The objective function was defined as follows:

$$ I_c = \int_{\Gamma_c} \left| \frac{\partial p}{\partial t} \right| \, d\Gamma. \quad (29) $$

The initial minimum pressure computed over the hull was $p = -0.35$, and it was increased to $p = -0.15$ at the end of six design cycles (57% of improvement). Figure 4 summarizes these results.

### 7.4 3D Hydrofoil Matching Pressure

The first 3D numerical example consists of matching a computed pressure distribution over a three-dimensional hydrofoil. The target hydrofoil cross section is a NACA0012 with a span length of 0.5, and the target pressure was computed at an angle of attack of 5 degrees. Symmetry conditions were prescribed in the plane.
In Figure 5a the hydrofoil target geometry and surface mesh can be observed. The volume mesh consists of 28,901 nodes and 151,457 P1/P1 elements. The objective function was defined by (27).

To start the design, the cross section was perturbed by 100% of its maximum thickness. The leading and trailing hydrofoil edges were fixed during the entire design process. The optimization procedure was carried out using two design variables, one in the top surface and the other in the bottom one (see Figure 5b). The pseudo-shell parametrization described in (24)-(26) was used to rebuild the surface from the new design variable positions (see (23)). Five design cycles were necessary to reduce the objective function three orders of magnitude. In Figure 5b the evolution of the hydrofoil shape through the design cycles is shown. The final hydrofoil shape matches very well the target one. Figure 5c presents the target and final pressure distributions. To show an example of the shape reconstruction procedure, in Figure 5d a solution of the pseudo-shell equations (24)-(26) over the hydrofoil surface is given. A normal deformation of ten times the thickness of the wing was imposed at the design variable locations, and symmetry conditions (zero rotation in z direction) at vertical planes. Note the smoothness of the normal deformation, and the continuity of its gradient (rotations). The cost of building the surface is less than one CPU second on a Silicon R10000 single processor.

The last numerical example consists of minimizing the drag of a ship hull by optimizing the shape of its bulb. The geometry, as well as the initial surface mesh and the locations of the five design variable are shown in Figure 7a. The volumetric mesh contains 591,018 tetrahedral elements and 116,551 nodal points. The Froude number of the example was set to $\text{Fr} = 0.22$, and the cost function

Finally, in Figure 6 the objective function evolution through the design cycles is presented. The CPU cost of solving the CFD problem in each design cycle was approximately 15 times higher than the cost of computing the gradients and rebuilding the new wing surface.

### 7.5 3D Ship Drag Minimization
Figure 8: 3D Ship Drag Minimization: Objective function evolution (Design cycles vs. Resistance force)

was defined as:

\[ I_c = \int_{\Gamma_s} p n_x \, d, \]  

(30)

where \( \Gamma_s \) is the solid hull surface, \( n_x \) the component \( x \) of the normal vector on \( \Gamma_s \), and \( p \) is the total pressure on \( \Gamma_s \).

The steady state wave elevation pattern was computed by solving the following problem on the water surface \( \Gamma_w \):

\[ \frac{\partial h}{\partial t} + u \frac{\partial h}{\partial x} + v \frac{\partial h}{\partial z} = w, \]  

(31)

where \( h \) is the wave elevation of each point on \( \Gamma_w \), \( u \) and \( v \) the horizontal velocity components on \( \Gamma_w \), and \( w \) the vertical one. Details of this approach can be consulted in [21, 20].

Four design cycles were carried out, yielding a decrease in the drag force on the entire hull by 4%. In Figure 7b the evolution of the bulb shape through the optimization process is shown. Observe that the bulb does not disappear, as may be thought a priori, due to the wave effects. In Figure 7c and 7d the pressure distribution over the initial and final shapes is presented. Finally, the evolution of the resistance force is shown in Figure 8. The CPU to compute the sensitivities and change the shape was approximately 25 times less than the one needed to solve the flow equations.

At this moment, the possibility of including the wave equation (31) as an additional restriction to the optimization process is being studied. Numerical experience has shown that this may be necessary to obtain a greater reduction of the resistance force.

8 Conclusions and Outlook

A methodology to solve design problems using the incompressible Euler equations and an Incomplete-Gradient Adjoint approach was presented. A continuous adjoint formulation for incompressible Euler design problems, and a scheme to compute the sensitivities which does not depend on the CAD representation, were derived. To do this, an innovative pseudo-shell surface parametrization scheme for the three-dimensional problems was introduced. The procedure is not only very cheap from the computational point of view, but also produces smooth, singularity-free surfaces, a highly desirable characteristic in any optimization methodology. The scheme has also the important advantage that the perturbation of a single point produces a smooth perturbation on the entire surface, allowing the finite difference gradients to be approximated in an accurate manner.

Several examples indicate the present scheme yields proper results without having to incur the cost of a complete adjoint solution. In general, for the three-dimensional problems, the cost of solving the CFD problem was between 15 and 30 times higher than the cost of gradient calculation and surface reconstruction.
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